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Introduction

A linear regression is defined by

Yt = Xtﬁ‘i‘ﬁt
K
= ) XitBr+er
k=1

where
€+ = noise with mean zero, i.e., innovation or error term,

Xt/B =E [Yi,t |Xt]
= conditional mean of Y;

= linear function of X;
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OLS Estimator

The OLS estimator is the value of S which minimizes the sum of
squared residuals

-
B = arg min Z (Y: — X¢3)?
t=1

-1 5

;
= D) oXX| > oXiv,
t=1 t=1

The OLS residuals are given by
Er=Yr — Xtﬁ
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OLS Estimator

Matrix notation:

Y1
Y2
Y = )
(Tx1) :
YT
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X1
X2
X = i s £ =
(TxK) : (Tx1)
Xt
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Interpretation

Interpretation:

OLS consists in decomposing Y into two orthogonal projections,
one on the space spanned by the columns of X, and the other on
the space of innovations.

Let Px = X(X’X)~1X’ be the orthogonal projection matrix
associated with the regressors, and

My = Id — Py,

then
Y = PxY+ MxY
= X(X'X)7IX'Y + (ld — X(X'X)71X")Y
= XB+(Y —-XP)
= XB+é
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Goodness-of-fit Measures

When there is a constant in the model (first element of X; is 1 for
each t), a measure of goodness-of-fit is

2
T ~ -—
R2 21 (Yt - Y) _ EXPLAINED VARIANCE
T ST, (Y.—v)?  TOTAL VARIANCE

It satisfies 0 < R? < 1.
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Statistical Inference

Statistical inference:

H1: a) X; is deterministic
b) € is i.i.d. with mean 0 and variance o
c) ¢ is Gaussian

2
Bis normally distributed with mean 8 and covariance matrix

o?(X'X)7t
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Gauss-Markov Theorem

Gauss Markov theorem:
OLS estimator

= Best Linear Unbiased Estimator (BLUE)

OLS estimator has the smallest variance (largest precision) among
all unbiased estimators linear in Y.
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t-Tests

t-Tests:
{ Ho . Bk =b
Hy: Bk # b

For example, take b = 0 to obtain the test of the significance of the
presence of the k-th regressor in explaining Y.
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t-Statistic
t-Statistic: t = *Bk b where
-otatistic 55,
&5, = V%,
with
5 5

T—-—K
Gjii = i-th diagonal element of (X'X)~?

Reject the null hypothesis Hy at level o if
|t| > tl—a/Z

where t;_, /5 is the 1 — /2 quantile of a student distribution with
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F tests

F tests:

Ho: RB=r
Hi :RB#r
Test of m linear restrictions on 3
R = (m x K) matrix, r = (m x 1) vector

F statistic:
. (RB—r) (RIX'X)"R) 1 (RB =)
s2m ’
Reject the null hypothesis Hy at level o if
F>F_q

where F;_, is the quantile of level 1 — « of a Fisher variable with
m and T — K degrees of freedom.
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Other Sets of Assumptions

Other sets of assumptions:
H2: a) X; is stochastic
and independent of &, Vs
b) e¢ is i.i.d. with mean 0
and variance o
c) €t is Gaussian

£ is normally distributed with mean 8 and covariance matrix
o2(X’'X)~1,but conditionally to X (when X is treated as fixed).

Unconditionally, 3 is no longer normally distributed.

However the distributions for t and F remain valid.
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Remark

Remark:
For large T (asymptotic theory), in H2,

we may drop the assumption of Gaussian innovations,
but the distributions for t and F become

a) standard normal for t

b) chi-square with m degrees of freedom for F
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