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Introduction

Recall the linear regression
Yt = Xtﬂ + €t
= S0 XkeBr + et
where

€+ = noise with mean zero
innovation or error term,

Xt/B == E[Yt |Xt]

= conditional mean of Y}
= linear function of X;,

[ = parameter (estimation by OLS).
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Extension: Nonparametric Regression

Y: now depends nonlinearly on the explanatory variables X;

Et

We may
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Yt = m(Xt) + Et,

= noise with mean zero
= innovation or error term,
m(Xe) = E[Y: | Xe]

= conditional mean of Y}
= unspecified nonlinear function of X;.

conduct estimation of the function m by a kernel method.
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Univariate Case

We consider a single variable: X; = Xj ¢
Y = m(Xi¢) +er.
The estimation of the function m at point x:
m(xi) = E[Y¢[ X1, = x]

by a kernel method is given by

th 1K (Xlt 1)
Th Zt 1 (Xl t_X1>

It is very easy to implement since it only involves empirical averages
computed from a grid of distinct points.
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m(x1) =
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Multivariate Case

We consider K variables: X; = (X1¢, ..., Xk t)’

Yt = m(Xt) + &t
= m(X]_7t,...,XK7t)+5t

The estimation of function m at point x = (xi, ..., xk )’
m(X) = E[Yt |Xt:X]
= E[Yt ’X17t:X1,...,XK7t:XK]

by a kernel method is given by
T K =
# Y Yellma K (Xk’ h Xk)
T K -
# >t k=1 K (W)

For dimension K > 5, we get poor properties of the estimation

procedure (curse of dimensionality).
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Further Extensions

The method remains valid for estimation of conditional
expectations of functions g(Y:) of Y:, namely E [g(Y:) | X:].

The kernel estimator is simply
1 T K Xi,t—X
e DL g T K (257

T K —
P D T, K (252
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Example

Estimation of a conditional variance
V(x) = V[Ye|Xe = x] = E [(Ye)? [Xe = x] — (E[Ye | Xe = x])?

here g(y) = y*

N ThK Zt 1(yt) Hk 1 (X“ Xk)

V(x) = — (M(x))?.

W Zt:l Hk:l K (Lh_Xk)
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